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Abstract—Cyclic Prefix Direct Sequence Spread Spectrum
(CP-DSSS) is a novel waveform that is proposed as a solution
to massive machine type communications (mMTC) for 5G
and beyond. This paper analyzes the capacity of CP-DSSS in
comparison with Orthogonal Frequency-Division Multiplexing
(OFDM). We show that CP-DSSS achieves the same capacity as
OFDM and can be optimized with similar precoding methods
(e.g., water-filling). Because of its spread spectrum nature, CP-
DSSS can operate as a secondary network using the same
spectrum as the primary 4G or 5G network, but transmitting
at much lower power. Accordingly, the combination of primary
and secondary signals in the envisioned setup may be viewed as a
power NOMA (non-orthogonal multiple access) technique where
primary signals are detected and subtracted from the received
signal first before detecting the secondary signals. In order to
operate at a sufficiently low interference level to the primary
network, details of CP-DSSS capacity for symbol rate reduction
and multi-antenna operation are developed. The capacity limits
established in this paper can be used as a baseline to evaluate
the performance of future CP-DSSS receiver architectures for
single- and multi-user scenarios.

I. INTRODUCTION

Cyclic prefix direct sequence spread spectrum (CP-DSSS)

is a novel waveform that was originally proposed as a solution

to ultra-reliable low latency communication (URLLC) [1]–

[3]. These references introduced CP-DSSS as a signaling

method for sending a small number of information/control bits

within each orthogonal frequency division multiplex (OFDM)

symbol interval concurrent with other network communica-

tion signals.

CP-DSSS can also be used as a multi-user data channel

to achieve massive machine type communication (mMTC)

network density objectives as explored in [4] and [5]. Unlike

URLLC, which is concerned largely with latency, proba-

bility of detection, and supporting packet formats, mMTC

endeavors to support a massive number of low-cost and low-

power terminals. As low-cost and low-power transceivers are

designed, it is important to compare their performance to the

theoretical bounds. This paper presents a capacity analysis of

CP-DSSS for a point-to-point link and establishes the peak

per-user capacity, assuming an ideal receiver. Although the

developed results are applicable to any signal-to-noise (SNR)
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ratio, the emphasis of this paper is on the low SNR regime

where CP-DSSS as an mMTC technology may be found most

useful. The interesting findings here are that (i) across the

SNR range, CP-DSSS offers the same capacity as OFDM,

including the water-filling capacity, and (ii) in the low SNR

regime, most of the predicted capacity may be harvested

through a matched filter detector, in the uplink, and through

time-reversal precoding, in the downlink [5].

The CP-DSSS waveform uses Zadoff-Chu (ZC) sequences

to spread each symbol across the signal bandwidth. By using

a different cyclic shift of the ZC spreading sequence for

each symbol, multiple symbols can be multiplexed together

in an orthogonal manner. This allows CP-DSSS to transmit

up to one symbol per sample before accounting for the extra

overhead from the cyclic prefix (CP). The addition of the CP

allows CP-DSSS to fit nicely within the OFDM symbol timing

established as part of LTE (Long-Term Evolution) and NR

(New Radio) networks. The CP also preserves circular con-

volution, which produces convenient mathematical structures

that simplify the current analysis as well as future receiver

processing. Another benefit of CP-DSSS is that each data

symbol is transmitted through the same channel. As a result,

severe fading or high levels of interference affecting part of

the transmission band are seen equally by each symbol, and a

special feature of CP-DSSS, [2], allows the offending portions

of the band to be digitally filtered out prior to despreading at

the receiver.

Femtocells have been proposed as a means of increasing the

density of users in a network for mMTC. In particular, some

researchers have proposed the use of secondary networks that

serve users/devices that need lower data rates [6]. In fact, two-

tier femtocell networks have been extensively researched [6]–

[10] and identified as a 3GPP compliant architecture to reduce

radio and network congestion [11]. While CP-DSSS can be

used to operate femtocells at a different carrier frequency than

the primary network, it can also be used to form a secondary

network using the same spectrum as the primary network. In

doing so, CP-DSSS must operate at lower SNR levels in order

to reduce interference to the primary network to a negligible

level. The combination of primary and secondary signals in

the envisioned setup may be viewed as power NOMA (non-

orthogonal multiple access) technique, where the high SNR

primary signals are detected and subtracted from the received

signal prior to detecting the secondary signals [12].

As discussed in the latter parts of this paper, CP-DSSS



offers a trivial symbol rate reduction technique that greatly

simplifies the CP-DSSS transceivers without significantly

affecting the achievable capacity in the low SNR regime.

Another enabling feature of CP-DSSS that allows for low-

power operation is the use of multiple antennas at the femto-

cell gateway (FGW), which serves as a hub for the femtocell.

The addition of multiple antennas to the FGW also allows

for efficient separation of users in a multi-user scenario as

is addressed in [5]. The femtocell scenario emphasizes the

importance of the capacity analysis in the low SNR regime,

especially for cases where symbol rate reduction and multiple

FGW antennas are employed.

This paper is organized as follows. A summary of the

CP-DSSS waveform is presented in Section II, where we

discuss information symbol spreading at the transmitter and

despreading at the receiver. This leads to a compact equation

of the system model that relates the transmitted data symbols

and the received signal after despreading. The system model

will be used in Section III to evaluate the capacity of CP-

DSSS, both with and without precoding performance opti-

mizations, in comparison to OFDM. In Section IV, we show

that precoding of the information symbols by a time reversal

of the channel impulse response approaches the water-filling

capacity of OFDM. Section V is devoted to some additional

CP-DSSS features that enable operation in the low SNR

regime in support of femtocells that operate as a secondary

network in the same spectrum as the primary network. The

concluding remarks of the paper are presented in Section VII.

II. WAVEFORM SUMMARY

As discussed in [1], the CP-DSSS waveform uses Zadoff-

Chu (ZC) sequences to spread symbols across the alotted

bandwidth. A ZC sequence is orthogonal to cyclically shifted

versions of the same sequence, so it is possible to transmit up

to N symbols simultaneously, where N is the length of the

ZC sequence. Since the intent of this paper is to maximize

capacity, it is first assumed that N symbols will be sent per

CP-DSSS block. The possibility of transmitting less than N

symbols per CP-DSSS block is discussed in Section V. After

the symbols have been spread with orthogonal versions of the

ZC sequence, they are added together to form a CP-DSSS

payload block. The set of ZC sequences is represented as Z
where the columns of Z are the orthogonal ZC sequences

obtained by circularly shifting a root ZC sequence. The last

M samples of the block are repeated at the beginning to

form a cyclic prefix. The length of M is sized to be equal to

the maximum delay spread of the channel as in the case for

OFDM in a 4G LTE or 5G NR context. For the purposes of

this paper, we assume that N and M are identical to OFDM

parameters, where N is the number of OFDM subcarriers.

Demodulation of the CP-DSSS waveform requires the

signal to be despread by left-multiplying the received vector

by ZH. The resulting signal takes the form

ỹ = ZHy

ỹ = ZH (HZs+ v)

ỹ = Hs+ ṽ, (1)

where y is the received signal, s is the vector of transmitted

symbols, ṽ is the noise vector after being left multiplied by

ZH, and H is an N×N matrix with a circulant structure. The

columns of H consist of zero-padded versions of the channel

impulse response, h, where successive columns are cyclicly

shifted down by one, forming a circulant matrix. Since ZH

is a unitary matrix, the statistics of the channel noise are

unchanged (i.e., v ∼ N (0, σ2
vI) and ṽ ∼ N (0, σ2

vI), where I
is the identity matrix). The final expression of (1) results from

the fact that H and Z are circulant matrices. Consequently

their order is commutable, and ZHZ = I. Based on (1) and

the description of H, it can be seen that the despread received

signal, ỹ, is simply the sum of the transmitted symbols after

they have been circularly convolved with the channel impulse

response plus the channel noise.

III. CAPACITY ANALYSIS

Capacity is defined as the mutual information between

transmitted symbols, s, and the received samples after de-

spreading, ỹ. This can be expressed as

I(ỹ; s) = h(ỹ)− h(ỹ|s), (2)

where h(ỹ) and h(ỹ|s) are the differential entropies. By

extension of Theorem 9.4.1 in [13], we see that the differ-

ential entropy of a complex multivariate normal distribution

represented by the vector x with covariance matrix Cxx is

given as

h(x) = log2((πe)
n|Cxx|), (3)

where n is the number of elements of x. Based on this

definition we can define the following for the CP-DSSS

signal:

h(ỹ) = log2((πe)
N |Cỹỹ|) (4)

h(ỹ|s) = log2((πe)
N |Cỹs|). (5)

Note that because s is independent of ṽ, we can express Cỹỹ

and Cỹs as follows:

Cỹỹ = σ2
sHHH + σ2

vI (6)

Cỹs = σ2
vI (7)

where I is the identity matrix with dimension N .

Substituting (4) and (5) into (2) yields the following

relation for the mutual information:

I(ỹ; s) = log2

( |Cỹỹ|
|Cỹs|

)
, (8)

which can be further reduced by using (6) and (7) to obtain

I(ỹ; s) = log2

(
|I+ σ2

s

σ2
v

HHH|
)
. (9)

For clarity, we make the substitution A = HHH and note

that A can be represented as QHΛAQ, where Q is a unitary

matrix, and ΛA is a diagonal matrix. Since Q is unitary, it

holds that I = QHQ, and (9) can then represented as

I(ỹ; s) = log2

(
|QHQ+

σ2
s

σ2
v

QHΛAQ|
)
. (10)



It can now be seen that the determinant in (10) can be

factored as |QH
(
I+

σ2
s

σ2
v
ΛA

)
Q|. Since the order of N ×N

matrices in a determinant are commutable, the determinant

can be further reduced to |I + σ2
s

σ2
v
ΛA|. It is now simple to

compute the determinant of the resulting diagonal matrix as∏N−1
i=0

(
1 +

σ2
s

σ2
v
λA,i

)
, where λA,i is the ith eigenvalue of the

matrix A. The mutual information can now be represented as

I(ỹ; s) =

N−1∑
i=0

log2

(
1 +

σ2
s

σ2
v

λA,i

)
. (11)

As noted above, the matrix H is a circulant matrix, so

according to Section 8.2.2 of [14] the matrix can be diago-

nalized by a Discrete Fourier Transform (DFT) matrix and

the diagonal elements are the eigenvalues of the circulant

matrix. Since H is circulant, HH is also circulant, and the

resulting eigenvalues are the conjugate of the eigenvalues

of H. Another property of a circulant matrix is that the

eigenvalues are obtained by taking the DFT of the first column

of the matrix. Since the first column of H is the impulse

response h that has been zero-padded to a length N , the

eigenvalues of H are simply the values of the N -point DFT

of h (i.e., λH,i = Hi). It can be shown that for the matrix

A = HHH, the eigenvalues are the magnitude squared of

the N -point DFT of h (i.e., λA,i = |λH,i|2 = |Hi|2). Hence

for a bandwidth of NW (e.g., N = 2048 and W = 15kHz),

the CP-DSSS capacity without precoding (i.e., equal power

or EP) can be expressed as

C EP =

N−1∑
i=0

W log2

(
1 +

σ2
s

σ2
v

|Hi|2
)
. (12)

A. Capacity Comparison with OFDM

The capacity of OFDM with equal power on each sub-

carrier is achieved by optimizing the rate for each of the N
subcarriers. The channel path gain for subcarrier i is |Hi|2.

The signal power is σ2
s and the noise power is σ2

v . The

resulting capacity for OFDM with equal power (EP) for all

subcarriers (see Section 4.3 of [15]) can also be expressed

as in (12). This assumes that each subcarrier is optimized in

rate for the OFDM case. Individualized rate optimization is

not a restriction for CP-DSSS capacity, where the rate of all

the symbols is identical. Optimizing rate for each subcarrier

presents a problem for practical systems because the effective

rate is a combination of modulation format and forward

error correction (FEC) coding. Customizing modulation and

coding for an individual subcarrier could result in FEC

codeword durations that exceed the coherence time of the

channel. Consequently, today’s systems aggregate subcarriers

over a time period in a resource block and assign the same

modulation and coding rate to all subcarriers in the block,

resulting in some sacrifice of capacity for OFDM.

It is well known that the capacity of OFDM can be further

optimized through the water-filling (WF) algorithm. If more

power is allocated to subcarriers with better channels, then

capacity is improved. The capacity for frequency-selective

fading channels with block frequency-selective fading (e.g.,

OFDM-channelization) is given in [15] to be

C WF =

N−1∑
i=0

W log2(1 +
Pi

σ2
v

|Hi|2), (13)

where Pi is the power allocated to each channel, and
∑

i Pi =
Ptotal. The value of Pi is specified with the following relation:

Pi

Ptotal
=

{
1/γ0 − 1/γi γi ≥ γ0,

0 γi < γ0,
(14)

for the threshold γ0 and for γi = Ptotal|Hi|2/σ2
v .

B. Optimized CP-DSSS Capacity via Precoding

Even though CP-DSSS does not have a host of subcarriers

to optimize like OFDM, the modulation format still contains a

significant amount of flexibility when it comes to optimizing

performance to improve capacity. One advantage of CP-DSSS

over OFDM is that each data symbol in the CP-DSSS symbol

is spread over the entire bandwidth with a ZC sequence. As a

result, each data symbol experiences the highs and lows of the

frequency-selective channel. In order to optimize CP-DSSS,

a precoding matrix, G, is applied to the data vector, s, prior

to spreading with the ZC sequences. The resulting received

vector after despreading now becomes

ỹ = HGs+ ṽ. (15)

The selection of G should be the solution of the following

optimization problem based on (9):

max
G

(
|I+ σ2

s

σ2
v

HGGHHH|
)

s.t. tr(GHG) = Ptotal,

(16)

where tr() is the trace operator, and it is assumed that

σ2
s = 1 (i.e., unity symbol power constraint). The optimum

selection of G is an open-ended problem with no clear path

for a solution. However, if G were constrained to be a

circulant matrix like H, then the optimization problem can be

simplified. Given that a circulant matrix can be diagonalized

by the DFT matrix, we can express the diagonal elements of

B = GGH as λB,i, and the optimization problem is reduced

to

max
λB,i

(
N−1∏
i=0

(
1 +

σ2
s

σ2
v

λA,iλB,i

))

s.t.
∑
i

λB,i ≤ Ptotal.

(17)

It was previously shown that λA,i = |Hi|2. Clearly, if

σ2
sλB,i were set equal to Pi in (14), then the CP-DSSS

capacity would equal the OFDM capacity with WF shown

in (13). Assuming that σ2
s = 1, the process to find g,

the first column of the circulant matrix G, is to first solve

for the eigenvalues of G (i.e λG,i), which can simply be

the square root of the elements Pi. Note that since the

intent is to provide power scaling over frequency, the phase

of λG,i is not important. The vector g is then found by

taking the inverse DFT of λG,i. Using cyclical shifts of



g to form the circulant matrix G, the CP-DSSS capacity

with prescaling now equals the OFDM capacity with WF.

To verify that the power constraint was maintained, we show

that trace(GHG) =
∑

i λ
2
G,i =

∑
i λB,i =

∑
i Pi = Ptotal.

IV. SUBOPTIMAL PRECODING

The process of calculating the optimal precoding matrix

that achieves the Shannon capacity requires that the WF

algorithm be executed. The WF algorithm, as noted above,

identifies the eigenvalues of the circulant precoding matrix

G according to the constrained maximization procedure in

(17), and then applies an inverse DFT step to obtain the

first column of G. The WF algorithm, despite leading to an

optimum design, is computationally expensive to implement.

Hence, any suboptimum precoder that reduces the complexity

but still leads to a good result will be valuable. Here, we

propose one such precoder. To this end, we note that the

WF algorithm has the effect of emphasizing portions of the

spectrum with low loss and deemphasizing (or even not using)

portions of the spectrum with high loss. At the same time, we

note that using a time-reserved version of the channel impulse

response as the precoder will have a similar effect, although

it will not zero-out portions of the spectrum as done in WF.

The time reversal (TR) precoder is defined as the Hermitian

of the circulant channel matrix, H, after scaling for unity

power, which can be defined as

G =
HH√

tr(HHH)/N
. (18)

The trace can alternatively be calculated by taking the sum of

the eigenvalues, which are readily available (i.e., tr(HHH) =
tr(A) =

∑N−1
i=0 λA,i =

∑N−1
i=0 |Hi|2).

The average capacity of the TR precoder along with that

of the WF precoder and the EP are presented in Fig. 1. The

channel used here is 130 samples long with an exponential

roll-off factor of 25, and the presented results are obtained by

averaging over 1000 realizations of this channel. For the low

SNR regime, WF and TR perform better than EP. As SNR

increases, the EP capacity converges to WF capacity, which

is expected given the relation in (14). As SNR increases, the

γi ≥ γ0 condition prevails and the 1/γi term approaches

zero, leaving an asymptotic power level of Ptotal/γ0 for each

spectral bin (i.e., equal power). TR capacity is slightly worse

than WF and EP for higher SNR, and this small capacity gap

remains for a wide range of SNR values. Only when SNR

exceeds several hundreds of decibels (not shown here) the

TR performance asymptotically approaches that of WF and

EP.

We consider the latter deviation of TR precoding from

the WF precoding as not relevant to the specific applications

where the CP-DSSS may be applied. As discussed in the next

section, CP-DSSS, being a spread spectrum technique, may

be found to be most useful in applications where it operates

under the noise floor. Hence, we will be mostly interested

in low SNR regimes where TR precoding provides a great

performance improvement over EP transmission.
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Fig. 1. Comparison of single-user CP-DSSS capacity with WF and TR
precoding as well as EP (no precoding). The curves represent the average
theoretical capacity (i.e., no detector specified) taken over many randomly
generated channels. Each channel is 130 samples long with an exponential
roll-off factor of 25.

V. ADDITIONAL CP-DSSS FEATURES

CP-DSSS is a highly flexible waveform which may be

adapted to operate as a secondary network. It can operate

with a wide range of spreading gains, allowing the power

spectral density to be reduced in order to avoid interference

with the primary network. Thus far, this paper has focused on

achieving the maximum capacity of the CP-DSSS waveform,

where the spreading gain was set to unity; the symbol rate

was set to be only slightly below the transmission bandwidth.

In order to operate as a secondary network, the spreading

gain may be increased, i.e., the symbol rate is decreased

compared to the transmission bandwidth, in order to reduce

the power spectral density of the CP-DSSS waveform to a

level of negligible interference to the primary network. In the

following subsection, we present the mathematical equations

that formalize this lower symbol rate scenario and evaluate

the channel capacity in the low SNR regime to quantify the

impact of such a reduction in symbol rate on the achievable

data rate. The interesting finding here is that the symbol

rate can be greatly reduced with only a small impact on the

channel capacity.

A. Symbol Rate Reduction

Symbol rate reduction is accomplished by forming an

expander matrix, EL, which is based on the symbol reduction

factor, L. The form of EL can be described as an identity ma-

trix of dimension N/L (i.e., IN/L) that has been upsampled in

the vertical dimension by a factor of L. In other words, after

each row of IN/L, L− 1 rows of zeros are inserted, resulting

in an N×N/L matrix. When symbol reduction and precoding

are employed, the despread received signal and corresponding

capacity take the form of

ỹ = HGELs+ ṽ, (19)
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Fig. 2. Single-user CP-DSSS capacity vs. L for 2048 potential payload
symbols at 15 kHz subcarrier spacing at SNR = -20 dB. The curves
represent average capacity taken over many randomly generated channels.
Each channel is 130 samples long with an exponential roll-off factor of 25.

C = W log2

(
|I+ L

σ2
s

σ2
v

HGELE
H
LG

HHH|
)
, (20)

where s has N/L symbols and each symbol is scaled by
√
L

such that the power per symbol is L times σ2
s .

Next, to reveal some interesting properties of the CP-DSSS

waveform in the application of secondary networks, we use

the channel model in (19) to evaluate the capacity in low

SNR regimes as a function of L. Fig. 2 shows the capacity of

CP-DSSS with varying amounts of symbol rate reduction at

an SNR of −20 dB for the same channel characteristics used

in Section IV. As in Fig. 1, the TR precoding outperforms the

EP case by a large margin. In this low SNR regime where

a secondary network would operate, the capacity falls off

slowly with L until L becomes large. Using a value of L > 1
reduces the complexity of the decoder for achieving capacity.

For example, to achieve the capacity of 738 kbps for L = 1,

a code rate of (738 kbps)/(2048 × 15 kHz) = 0.0240 bits

per symbol would be needed. In comparison, the capacity is

only 10% lower at 670 kbps for L = 16, and a code rate of

(670 kbps)/(128 × 15 kHz) = 0.349 bits per symbol would

be needed, which is much less complex to decode, making

higher values of L very attractive as long as the capacity is

not reduced significantly.

B. Massive MIMO Scenario

Another important aspect of CP-DSSS that greatly en-

hances its applicability to a secondary network is that the

waveform is easily adaptable to a deployment with multiple

antennas at the FGW. Multiple antennas at the FGW provide

a two-fold benefit—(i) more users can be supported due to

spatial decorrelation and (ii) transmit power levels can be

reduced due to antenna array gain. With the addition of

more antennas on the FGW comes additional processing.

However, no additional processing is needed by the secondary

network terminals, which is consistent with the desire for

low-complexity and low-power devices for mMTC. When

the number of FGW antennas grows large, the femtocell

can benefit from the effect of massive MIMO, where simple

linear detectors have performance approaching capacity [16].

Here, we present the mathematical equations that explain

the channel model when there are multiple antennas at the

FGW, and study the impact of increasing the number of FGW

antennas on the system capacity.

In the uplink, the channel model in (1) is modified with

the following substitutions to facilitate multiple antennas at

the FGW:

ỹ =

⎡
⎢⎢⎢⎣
ỹ(1)

ỹ(2)

...

ỹ(M)

⎤
⎥⎥⎥⎦ ,H =

⎡
⎢⎢⎢⎣
H(1)

H(2)

...

H(M)

⎤
⎥⎥⎥⎦ , ṽ =

⎡
⎢⎢⎢⎣
ṽ(1)

ṽ(2)

...

ṽ(M)

⎤
⎥⎥⎥⎦ , (21)

where M is the number of FGW antennas, ỹ(1) through ỹ(M)

are received signal vectors at the specified antennas, H(1)

through H(M) are the circulant channel matrices correspond-

ing to each antenna, and ṽ(1) through ṽ(M) are the noise

vectors for each antenna. In the uplink scenario, the terminal

does not precode the data, so there is no matrix G.

When there are multiple FGW antennas, the matrix H
in (21) is no longer circulant, but the capacity can still be

calculated based on (11). Fig. 3 shows how the capacity

without precoding improves for multiple channels, where the

channels seen by each antenna are selected i.i.d. with length of

130 samples and an exponential roll-off factor of 25 samples.

The curve for M = 1 in Fig. 3 is identical to the EP case in

Fig. 1. Increasing M further provides higher capacity for each

SNR (i.e., approximately 3 dB for each doubline of M at low

SNR value), which allows the secondary network terminal

to transmit at a lower power than it otherwise would for a

single-antenna FGW. This permits more secondary network

terminals to participate simultaneously without increasing the

interference to the primary network.

To accommodate the downlink scenario, precoding is nec-

essary at the transmitter and the following substitutions are

made into the channel model in (15):

H =
[
H(1) H(2) . . . H(M)

]
,G =

⎡
⎢⎢⎢⎣
G(1)

G(2)

...

G(M)

⎤
⎥⎥⎥⎦ , (22)

where M is the number of FGW antennas, H(1) through

H(M) are the circulant channel matrices, and G(1) through

G(M) are the precoding matrices corresponding to each

antenna element. The objective in precoding for the down-

link is to maximize the signal at the intended receiver and

minimize interference. The downlink model in this paper

shows the formulation for a single receiver, but it could be

easily extended for the intended multiple user scenario, where

interference between users must be addressed. In order to

maintain the same transmit signal power as in the single

antenna case, G must be selected such that tr(GGH) = N .
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Fig. 3. Single-user CP-DSSS capacity without precoding for an uplink
scenario with a multi-antenna FGW. The curves represent average capacity
taken over many randomly generated channels. Each channel is 130 samples
long with an exponential roll-off factor of 25.

One of the results reported in [16] is that as the number of

antennas increase, precoding can be achieved with simple

linear operations such as TR. Hence, we can construct the

constituent precoding matrices of G as

G(j) =
H(j)H√

tr(H(j)HH(j))MN

, (23)

where j is the FGW antenna index, and the extra factor of√
M in the denominator achieves the constraint tr(GGH) =

N . The capacity results for the DL case are very similar to

Fig. 3 for larger values of M . For smaller values of M (e.g.,

M < 32), the DL theoretical capacity is higher than the UL

capacity for SNR values less than 0 dB due to the precoding,

but the precoding gains phase out as M increases. While

the results shown here for uplink and downlink are for cases

where L = 1, higher values of L can be used as described in

Section V-A to reduce complexity and still perform close to

the L = 1 capacity.

VI. CONCLUSION

CP-DSSS is a novel direct sequence spread spectrum

waveform that has recently been proposed for low-rate data

transmission in wireless networks. Because CP-DSSS can

be configured to have the same number of samples and

timing as an OFDM symbol, CP-DSSS can take advantage

of the synchronization signals in the LTE or 5G NR network.

Furthermore, by transmitting at lower power and cancelling

the OFDM signal of the primary network in a power-domain

NOMA fashion, CP-DSSS can co-exist as a secondary net-

work with negligible interference to the primary network.

This paper presented an in-depth analysis of the capacity of

CP-DSSS in various channel conditions. Capacity formulae

with and without precoding were presented, and it was

shown that CP-DSSS can match the capacity of OFDM. With

precoding, in particular, CP-DSSS offers the same capacity as

OFDM when the water-filling power allocation algorithm is

applied. We also showed that a good portion of this capacity

(particularly in low SNR regimes) can be harvested by using

a simple precoder that is based on the time-reversed channel

impulse response.

The latter part of this paper examined two CP-DSSS

features that enable operation in the low SNR regime (e.g.,

<−20 dB). We showed that the CP-DSSS symbol rate can

be dramatically reduced with an accompanying reduction

in complexity without sacrificing much capacity. Capacity

curves were presented for the UL scenario without precoding,

showing an array gain approximately equal to the number of

antennas when operating in the low SNR regime. Finally, the

use of CP-DSSS to build a secondary network of femtocells

that co-exist with primary networks can facilitate the through-

put and user density objectives of mMTC for 5G and beyond.
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